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**Moving Beyond Saliency Maps to Modeling the Full Role of Visual Attention**

Attention is a ubiquitous part of our daily lives. As we move through the world we attend from moment-to-moment to a vast number of different parts of the visual world. Cognitive science makes a strong and well-founded claim that visual attention, at the neural level, is a process that modulates the strength of signals in visual cortex (Pessoa, Kastner, & Ungerleider, 2003). At one level of abstraction from neural activity attention can be understood of as a shift in the representation of different stimulus features. For example, the representation of contrast in visual cortex is a monotonic function of the physical stimulus contrast. The gain, sensory noise, and readout mechanisms of contrast representations in cortex can all be altered by spatial attention (Hara & Gardner, 2014; Pestilli, Carrasco, Heeger, & Gardner, 2011). Although the effects of attention at the neural level are poorly understood for non-spatial features there are many behavioral paradigms that show significantly improved performance when subjects attend to a specific feature. For example in dual tasks subjects show significant impairment for ‘unattended’ stimuli such as natural scenes (Cohen, Alvarez, & Nakayama, 2011; Mack, Erol, & Clarke, 2015; Mack, Arien & Rock, Irvin, 1998). At the most abstract level, Maar’s computational level (Maar, David, 1982),attention is a way to increase the signal to noise ratio of a noisy input. Attention is, at the core, a probabilistic computation: deciding where to deploy attentional resources (at the cost of other locations and features) implies some expectation about the state of the world. Understanding how attention is deployed is a fascinating and difficult problem and one that has only begun recently to fall to efficient computational methods (Borji & Itti, 2013). In a recent paper Borji, Sihite, and Itti designed a probabilistic model of visual salience (Borji, Sihite, & Itti, 2012). Their model takes into account both task goals and visual salience and can correctly predict with high accuracy the eye movements of humans playing a variety of visual games (relative to other models). At its core their method identifies what region of the visual scene will be most informative, given prior saccades and knowledge about scene gist and task goals (their design is efficient in the sense that it doesn’t require knowledge of all the objects in a scene). But their method also makes no claim about how the visual system should use this knowledge—should representations be covertly modified without an eye movement to improve their signal to noise ratio? Or should the eyes be moved via a saccade to gain more information about a precise location in the visual scene. Understanding attention will likely require an understanding of both how salience is generated from bottom-up and top-down requirements and an understanding of what changes can be made to feature representations and readout mechanisms.

Visual salience alone is insufficient to explain our viewing behavior in complex tasks. For example in driving the most salient part of a visual scene may be the background (e.g. driving in Alaska) while the most task-relevant region may be the road. This is also true in artificial scenes such as games, where distracting motion and background visuals may have very high salience while being largely task-irrelevant (Borji et al., 2012). Borji et al. solve the question of where attention should be directed in these complex situations by formulating the problem as a question of probabilistic prior knowledge. Their approach uses three pieces of abstract knowledge: the global ‘gist’ of the scene, recent past eye movements, and motor actions. Using Bayes rule they attempt to estimate P(X|I), the probability of attending to location X given all known information. Their full formula is explained in more detail in their methods, but it approximates to the following: P(Xt | G1:t, X1:t-1, A1:t-1 (j=1:n). Which requires computing P(Gt|Xt) P(Xt-1|Xt) P(Xt) x Sum P(Aj t-1 | Xt), or the probability of a given gist given a current fixation
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